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EFELIA Côte d’Azur : Recommandation !! 
Compétences transversales en IA pour tout étudiant et toute étudiante de L1 et L2, en inscription libre pour 
tout compte UniCA directement dans le moodle UniCA : 

• L1 : https://lms.univ-cotedazur.fr/2025/course/view.php?id=18435 

• L2 : https://lms.univ-cotedazur.fr/2025/course/view.php?id=18609

Les cours sont également en accès public :

• https://webusers.i3s.unice.fr/~sassatelli/CTIA/

• avec les vidéos : https://webusers.i3s.unice.fr/~sassatelli/CTIA/video_list.pdf

Et pour une vue rapide, la Professeure Sassatelli recommande les cours 1 et 2 de L2 des liens ci-dessus

• un focus santé mentale et config cachée de la fonction objective chez OpenAI récemment mis au jour par 
le New-York Times : https://webusers.i3s.unice.fr/~sassatelli/CTIA/CTIA_L2_cours4-STAPS_2025.pdf 
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Objectif 1 : vous éclairer sur ce qui 
se développe en santé … 
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Objectif 2: Vous rassurer sur vos emplois et 
vous expliquer comment les améliorer…

5Viral 2024 meme by Aleksander Molak
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•01 De l’IA à l’apprentissage profond (Deep Learning)

8« Comprendre la révolution de l'intelligence artificielle », Stéphane d' Ascoli, 11/06/2020, Editeur First



Sources : 
• Wikipedia, https://www.greeklegendsandmyths.com/automatons.html
• http://www.alanturing.net/turing_archive/pages/Reference%20Articles/what_is_AI/What%20is%20AI02.html
• Stanford Encyclopedia of Philosophy: https://plato.stanford.edu/entries/artificial-intelligence/

L’Intelligence Artificielle, on a envie d’y croire et 
depuis longtemps…
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On considère que l'intelligence artificielle, en tant que domaine de recherche, a été créée à la conférence qui s'est 
tenue sur le campus de Dartmouth College pendant l'été 1956, même si cette notion a été présente depuis 
l’antiquité : Héphaïstos a construit des automates en métal pour travailler pour lui ou protéger les autres (Talos 
protégeant la déesse Europa) et a créé à partir d'argile Pandore, la première femme humaine dans la mythologie 
grecque, le Golem dans le folklore juif est également fait d'argile, Yan Shi a construit des automates humanoïdes au 
10e siècle avant J.-C. pendant la dynastie des Zhou.

Maria in 
Metropolis 1927

Par exemple dans le premier manifeste de l’Intelligence artificielle, « Intelligent Machinery », en 1948, Alan Turing 
distingue deux approches différentes de l’IA, qui pourrait être qualifiées :

• De « top-down » ou knowledge-driven AI
• Et de « bottom-up » ou data-driven AI

https://www.greeklegendsandmyths.com/automatons.html
http://www.alanturing.net/turing_archive/pages/Reference%20Articles/what_is_AI/What%20is%20AI02.html
http://www.alanturing.net/turing_archive/pages/Reference%20Articles/what_is_AI/What%20is%20AI02.html
https://plato.stanford.edu/entries/artificial-intelligence/
https://plato.stanford.edu/entries/artificial-intelligence/
https://plato.stanford.edu/entries/artificial-intelligence/


L’Intelligence Artificielle : top-down
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"top-down“ ou knowledge-driven AI (IA « naturaliste »)

▪ Cognition = connaissance des neurones biologiques dans les années 50, premier neurone (1943), première 
machine à réseau de neurones (1950, 1956), Cognitron (1975), NeoCognitron (1980, carte-auto-
organisatrices, winner-takes-all)

▪ Observation = Algorithmes Évolutionnaires (1954,1957, 1960), Raisonnement (1959,1970), Logique, 
Systèmes Experts (1970), Systèmes Multi-Agents (1990)…

(Figure de : “La revanche des neurones”, D. Cardon, J.-P. Cointet, A. Mazières, Réseaux Volume 211, Issue 5, 2018, pages 173-220,
https://hal.science/hal-02005537v1)

Machines Hypothético-déductives



L’Intelligence Artificielle : top-down
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Exemple d’un système expert :



L’Intelligence Artificielle : top-down
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Quelques échecs récents :

https://www.theverge.com/2018/7/26/17619382/ibms-watson-cancer-ai-healthcare-science
https://www.roboticsbusinessreview.com/rbr/a_cyclists_encounter_with_an_indecisive_google_self_driving_car/
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Du top-down au bottom-up

13« Comprendre la révolution de l'intelligence artificielle », Stéphane d' Ascoli, 11/06/2020, Editeur First



L’Intelligence Artificielle : bottom-up
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"bottom-up“ ou Machine Learning ou data-driven AI (IA basée donnée, 
Apprentissage Machine)

▪ Approche opposée, part des données pour construire des mécanismes mathématiques successifs pour 
prendre des décisions

▪ Apprentissage Automatique (Machine learning), Arbres décision (1983), Backpropagation (1984-1986), 
Forêt Aléatoire (1995), Support Vector Machine (1995), Boosting (1995), Deep Learning (1998… 2006)…

(Figure de : “La revanche des neurones”, D. Cardon, J.-P. Cointet, A. Mazières, Réseaux Volume 211, Issue 5, 2018, pages 173-220,
https://hal.science/hal-02005537v1)

Machines Inductives



L’Intelligence Artificielle : bottom-up
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• Courant connectioniste : réseaux de neurones artificiels, et par 
extension le Machine Learning.

• Machine learning : pas d’hypothèse sur des symboles, mais faire 
émerger des motifs statistiquement pertinents pour prédire 
des sorties
• Apprentissage de classifieur sur des entrées numériques par optimisation 

souvent continue

• Pas de recherche d’explicitation de la connaissance extraite

credits: L. Sassatelli



Bottom-up : On confond trop facilement corrélation, 
et causalité
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Est corrélé avec

Nombre de personnes qui se sont noyées en tombant dans une piscine

Films dans lesquels Nicolas Cage est apparu

Noyades dans une piscine

credits: L. Sassatelli



AI vs Machine Learning vs Deep Learning

17
« Comprendre la révolution de l'intelligence artificielle », Stéphane d' Ascoli, 11/06/2020, Editeur First



L’Intelligence Artificielle : définition
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En 1956, le terme Intelligence Artificielle est défini comme :

« la construction de programmes informatiques qui s’adonnent à des tâches

qui sont, pour l’instant, accomplies de façon plus satisfaisante par des êtres humains

car elles demandent des processus mentaux de haut niveau tels que :

l’apprentissage perceptuel, l’organisation de la mémoire et le raisonnement critique ».

(traduction d’une des définitions produites à la conférence de Dartmouth)

Sources : 
• Wikipedia, https://www.greeklegendsandmyths.com/automatons.html
• http://www.alanturing.net/turing_archive/pages/Reference%20Articles/what_is_AI/What%20is%20AI02.html
• Stanford Encyclopedia of Philosophy: https://plato.stanford.edu/entries/artificial-intelligence/

Ensemble des questions de reproduction par une machine de (parties de) la cognition humaine : 

Les objectifs originaux (quelle que soit la méthode) et les méthodes (quel que soit l’objectif 

final)

https://www.greeklegendsandmyths.com/automatons.html
http://www.alanturing.net/turing_archive/pages/Reference%20Articles/what_is_AI/What%20is%20AI02.html
http://www.alanturing.net/turing_archive/pages/Reference%20Articles/what_is_AI/What%20is%20AI02.html
https://plato.stanford.edu/entries/artificial-intelligence/
https://plato.stanford.edu/entries/artificial-intelligence/
https://plato.stanford.edu/entries/artificial-intelligence/


L’effet IA
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▪ Souvent, quand une technique atteint une utilisation grand public, elle n’est plus 
considérée comme intelligence artificielle ; ce phénomène est décrit comme l’effet IA : 
« l’IA, c’est tout ce qui n’a pas encore été fait » (Effet « Larry Tesler »)

▪ “As soon as it works, no one calls it AI any more.” (John McCarthy) 

▪ Comme par exemple, trouver un chemin sous contraintes (GPS), jeu d’échecs 
électronique, Alpha Go... 

▪ Par conséquent, le domaine de l’IA tel que perçu par le grand public ou les médias, est 
en constante évolution et est donc difficile à appréhender.



Une autre classification de l’intelligence artificielle

• Intelligence artificielle forte ou intelligence artificielle générale
o Machine capable non seulement de produire un comportement intelligent, mais aussi 

d'éprouver un sentiment d'un vrai sens d'elle-même
o "Vrais sentiments" (quoi qu'on puisse mettre derrière ces mots)
o "Une compréhension de ses propres arguments et de ses décisions"

• Intelligence artificielle faible (Machine Learning)
o Approche pragmatique des ingénieurs, des mathématiciens
o Construire des systèmes plus autonomes (pour réduire le coût de leur supervision)
o Des algorithmes capables de résoudre des problèmes d'une certaine classe
o Cependant cette fois, la machine n’est pas construite pour mimer l'intelligence humaine. 
o Elle semble comprendre la tâche qui lui est « enseignée » à partir d’exemples, alors qu’on va 

voir que c’est beaucoup plus simple que ça.

https://www.aimyths.org/
https://plato.stanford.edu/entries/artificial-intelligence/#AIBeyoClasPara
https://plato.stanford.edu/entries/artificial-intelligence/#PhilArtiInte

https://www.aimyths.org/
https://plato.stanford.edu/entries/artificial-intelligence/#AIBeyoClasPara
https://plato.stanford.edu/entries/artificial-intelligence/#AIBeyoClasPara
https://plato.stanford.edu/entries/artificial-intelligence/#AIBeyoClasPara
https://plato.stanford.edu/entries/artificial-intelligence/#PhilArtiInte
https://plato.stanford.edu/entries/artificial-intelligence/#PhilArtiInte
https://plato.stanford.edu/entries/artificial-intelligence/#PhilArtiInte


« Alors faut-il renoncer à la désignation même de 

la discipline ? Je suis sans illusions : le terme IA 

est tellement sexy, comment y renoncer ?

Je crois qu’il continuera, longtemps encore, à jeter 

le trouble dans le public, les médias et l’industrie, 

faisant prendre des calculs pour de l’intelligence, 

des algorithmes pour des terminators. »

Conclusions partielles
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▪ L’IA correspond à un des rêves primaires de l’humanité, il faut se méfier de soi.

▪ L’IA c’est défini mais la définition est floue !

▪ Toutes les approches partielles (top-down ou bottom-up) de prises de décisions sont vues 
comme DES Intelligences artificielles plurielles mais correspondent en fait à la même unique 
discipline scientifique.

▪ Rien à voir avec de la Magie ! En particulier pas de connaissance propre de soi, ni de « ses 
décisions », de « ses actions », qui sont définies par le concepteur humain ou la conceptrice 
humaine.



Et pour vous ?
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▪ Cela signifie de ne pas attendre d’une solution « IA » qu’elle comprenne des besoins que vous 
n’auriez pas réussi à exprimer clairement. Ce n’est qu’un programme qui réalisera ce que vous lui 
aurez demandé.

▪ Selon le problème que vous souhaitez aborder avec un algorithme d’IA, l’approche peut-être soit :

▪ bottom-up parce que vous avez « beaucoup » de données, ou bien vous traitez déjà massivement « à la 
main » ce que vous souhaitez automatiser par un modèle d’IA, vous espérer extrapoler la décision au-
delà des données que vous avez.

▪ top-down parce que vous avez des données très structurées (par exemple stockées dans des bases de 
données relationnelles), et/ou que vous avez une forte connaissance métier que vous souhaitez 
exploiter lors du processus d’automatisation.

▪ Essayez dès le début de votre réflexion d’anticiper au mieux les angles morts du traitement que vous 
faites déjà, ou que vous souhaitez faire. Limiter au plus près de vos données vos attentes dans le 
modèle d’IA évitera la frustration d’un résultat peu convaincant. L’extrapolation au-delà du 
périmètre des données que vous avez déjà reste un challenge de recherche en IA…



AI vs Machine Learning vs Deep Learning

ARTIFICIAL INTELLIGENCE
A program that can sense, reason, act, 

and adapt

MACHINE LEARNING
Algorithms whose performance improve as 

they are exposed to more data over time

DEEP LEARNING
Subset of machine 
learning in which 

multilayered neural 
networks learn from 
vast amount of data

23
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•02 "Bottom-up" ou data-driven AI :
l ’apprentissage automatique (Machine Learning)

25« Comprendre la révolution de l'intelligence artificielle », Stéphane d' Ascoli, 11/06/2020, Editeur First
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machine / Machine Learning
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Francis Bach at Frontier Research and Artificial Intelligence Conference: “Machine Learning is not AI”
(https://erc.europa.eu/sites/default/files/events/docs/Francis_Bach-SEQUOIA-Robust-algorithms-for-learning-from-modern-data.pdf 
https://webcast.ec.europa.eu/erc-conference-frontier-research-and-artificial-intelligence-25#)
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Dilemme du trolley  : 
la solution d’un enfant de deux ans
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Retour à la météo
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L’impact de la météo de l’été sur notre économie !

▪ La météo influe sur les ventes de produits et impacte le chiffre d’affaires de divers secteurs.

▪ Concernant le tourisme, selon une étude du Credoc, 1°C au-dessus des normales 
saisonnières entraîne une hausse de 1,5% de la fréquentation touristique, de quoi laisser 
les professionnels de ce secteur aux aguets de la pluie et du beau temps.

▪ Plus particulièrement, dans le secteur de l’hôtellerie, une baisse de seulement 1°C par 
rapport aux normales saisonnières au mois de juin par exemple, fera diminuer le chiffre 
d’affaires de l’ordre de 8 à 10%.



▪ Doit-on pénaliser les algorithmes qui prédisent du mauvais temps ?

▪ Est-ce qu’ils ne sont pas éthiques ?

▪ Dans le doute devrait-on privilégier les prédictions positives pour le tourisme ? 
Mais alors que se passe-t-il pour le commerce des pulls et des manteaux ?

Retour à la météo
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Retour à la météo
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Conclusions partielles
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▪ Beaucoup de ce qui fonctionne aujourd’hui n’est pas à proprement parler de l’IA (par 
rapport à la définition originelle), ne cherche pas à mimer l’intelligence humaine (que l’on 
ne saurait pas bien définir de toute façon), et s’appuie surtout sur des corrélations dans les 
données.

▪ C’est en fait la même chose que prédire la météo, prédire les séismes ou prédire l’état des 
marchés financiers par de très gros modèles mathématiques

▪

 Demande-t-on à ces modèles d’être éthiques ?

 Que signifie qu’une fonction mathématique est éthique (ou pas) ? Est-ce que 

l’addition + est plus éthique que  la division / ?

▪ On ne peut mesurer la qualité du modèle que sur des exemples pour lesquels on 
connait le résultat : On ne peut parler que de système fermé !



Et pour vous ?
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Ne dites pas à vos patientes et à vos patients, que votre solution est éthique. Si elle intègre des 
modèles d’IA vous ne pourrez jamais vous prémunir totalement des angles morts.

Cela signifie également que les solutions d’IA ne sont que des outils que vous devez penser 
comme des facilitateurs, des aides qu’il faut encadrer, exploiter, utiliser, MAIS il ne faut pas 
s’y soumettre ou adopter la solution de facilité de s’en remettre aux décisions de la 
machine.

Cela signifie aussi qu’il faut accompagner les équipes qui seront confrontées à ces outils en leur 
proposant des formations a minima d’acculturation à l’IA, et plus si elles doivent être motrices 
dans les solutions d’IA que vous pourriez adopter.

Une formation plus poussée à l’IA, va permettre de mieux cerner la pertinence des solutions qui 
pourront vous être proposées par rapport à vos besoins, et même d’être Maître et Maîtresse 
d’Œuvre de ces solutions.
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•03 Les différences entre Machine Learning 
et Statistique

37« Comprendre la révolution de l'intelligence artificielle », Stéphane d' Ascoli, 11/06/2020, Editeur First



Quelle est la race d’Idéfix ?

38

Les illustrations des slides dans cette section viennent du blog “Bayesian Vitalstatistix: What Breed of Dog was Dogmatix?”



Est-ce qu’un chien existe en ce point ?
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Si on choisit x, des vecteurs générés 

indépendemment dans Rd  (ici R2), suivant 

une probabilité de distribution fixée mais 

inconnue P(x).



De quelles races devraient être ces chiens ?
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Un Oracle attribue une valeur y à chaque 

vecteur x suivant une probabilité de 

distribution P(y|x) qui est aussi fixée mais 

également inconnue.

?



De quelles races devraient être ces chiens ?

41

Dommage puisque ce que l’on cherche est 

exactement la probabilité jointe 

 P(x, y) = P(x)P(y|x)

qui est donc inconnue.



Soit S un ensemble d’entraînement 

S = {(x1, y1), (x2, y2),…, (xm, ym)}, avec m exemples 

d’entraînement i.i.d. qui suivent une probabilité jointe 

P(x, y) = P(x)P(y|x).

Classification supervisée : 
Un Oracle me fournit des exemples
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Les solutions pour les statisticien.ne.s : 
On fait des hypothèse sur le ou les Modèles et sur la 
distribution des données…

43
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La solution statistique permet de calculer 
P(taille, poids|race)…

L’hypothèse  est que chaque caractéristique des données (poids ou taille) peut-être 
représentée par deux courbes gaussiennes. 
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La solution statistique permet de calculer 
P(taille, poids|race)…

L’hypothèse  est que chaque caractéristique des données (poids ou taille) peut-être 
représentée par deux courbes gaussiennes. 
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La solution statistique permet de calculer 
P(taille, poids|race)…

L’hypothèse  est que chaque caractéristique des données (poids ou taille) peut-être 
représentée par deux courbes gaussiennes. 



La solution statistique permet de calculer 
P(taille, poids|race)…
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Le théorème de Bayes nous permet de calculer 
P(race|taille, poids)…

48



Solution pour le Machine Learning

49

Nous avons une « machine apprenante »

(c’est-à-dire un algorithme) qui peut fournir une 
famille de fonctions {f(x;α)}, où α correspond à 

l’ensemble de paramètres.

 
x 𝑓(x,𝜶) ?

𝑦
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▪ Le problème de l’apprentissage consiste à trouver la fonction 

(parmi toutes les fonctions de {f (x;α)}) qui fournit la meilleure 

approximation ŷ de la vraie réponse y (le label) donné par un 

Oracle.

▪ « Meilleure » est défini comme l’Erreur minimale pour une 

certaine mesure d’erreur / un certain coût / une certaine perte 

liée à notre problème / nos objectifs

 L((x, y), α)   [a; b].

 
x 𝑓(x,𝜶) ?

𝑦

Le problème de l’apprentissage  automatique 
(apprentissage machine, Machine Learning) 



Risque réel, erreur réelle, perte réelle, coût réel
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▪ Notre objectif est de minimiser le Risque (réel), i.e. la moyenne (continue) de toutes les erreurs 

commises sur tout l’espace : 

MAIS P(x, y) est inconnue (comme nous l’avons vu il y a une dizaine de slides).

𝑅(𝛼) = න L((x, y),𝛼)dP(x, y)

?

?

?

?
?



Risque empirique, erreur d’apprentissage, erreur 
d’entrainement
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▪ L’ensemble d’entraînement S = {(xi ,yi)}i=1,…,m est tiré aléatoirement i.i.d. (c’est-à-

dire que chaque exemple est choisi indépendamment des autres et de façon 

identique suivant la loi P(x ,y)). Puisque nous ne pouvons pas calculer R(α), nous 

cherchons donc à minimiser le Risque Empirique :

𝑅𝑒𝑚𝑝 𝛼 =
1

𝑚
෍

𝑘=1

𝑚

L((x𝑖, y𝑖),𝛼)



Conclusions partielles

53

▪ Les modèles de Machine Learning ont les mêmes faiblesses/ limites que les approches statistiques : un biais 

dans les données sera représenté dans les décisions (souvent plus dans les modèles de Machine Learning).

▪ On ne peut construire un modèle que dans un environnement « fermé » ; i.e. on doit connaître toutes les 

données et les décisions attendues associées pour pouvoir construire le modèle.

Modèle entraîné

Modèle idéal
Modèle idéal à partir des 

données d’entrainement

Solution 

idéale

Espace des solutions

Espace des modèles



Et pour vous ?
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▪ Pensez bien à la façon dont vous collectez les données que vous souhaitez utiliser pour automatiser un 

processus d’analyse (ou à la façon dont elles ont déjà été collectées). Tous les biais cachés (par exemple : 

localisation des données, caractéristiques d’âge, de genre, de catégorie socio-professionnelle, etc) vont 

être intégrés, voire amplifiés, par le modèle d’IA que vous aurez choisi.

▪ Il faut s’attacher à la qualité des données sur lesquelles vous souhaitez construire votre modèle d’IA, et ne 

pas négliger une éventuelle préparation (e.g. nettoyage) des données.

▪ Peut-être que le modèle d’IA extrapolera efficacement au-delà de vos données mais vous devrez conserver 

un œil sur le comportement du modèle et vous ne pourrez garantir/certifier de son comportement « trop 

loin » des données que vous aurez utilisées pour construire ce modèle d’IA.

▪ Si votre modèle d’IA a pour objectif de propager une classification/catégorisation que vous avez déjà 

identifiée, il va requérir un nombre plus ou moins important (en fonction de la difficulté du vrai problème) 

d’exemples de données de cette classification/catégorisation. 



Et pour vous ?

• Par exemple, des études récentes telles que [KCC20, Uma22] ont montré qu'environ 
60% des cas de cancer du pancréas ne sont pas détectés par l'interprétation d'images, 
alors que la plupart auraient pu être diagnostiqués avec des directives appropriées.

• De telles connaissances sur la façon dont les étiquettes sont produites par les humains 
doivent être documentées pour être prises en compte lors de la conception et de 
l'évaluation d’un modèle ML.

55

N. Umar. How often is pancreatic cancer missed on CT or MRI imaging? a novel root cause analysis system to establish 

the most plausible explanation for post imaging pancreatic cancer, 2022.

Jessie D Kang, Sharon E Clarke, and Andreu F Costa. Factors associated with missed and misinterpreted cases of 

pancreatic ductal adenocarcinoma. Eur Radiol, 31(4):2422{2432, September 2020.
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x 𝑓(x,𝑾) ?

𝑦

𝑦

 
x
 

Machines à Vecteurs de Support
Arbres de décision Réseaux de neurones

L’apprentissage automatique / apprentissage 
machine / Machine Learning
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•04 Décision non-supervisée
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Classification non-supervisée
(Clustering)

• Le système n’a que des échantillons pas d’étiquettes

• Le nombre de classes et leur nature n’ont pas été prédéterminés 

 Dans ce cas-là, on s’oriente vers le clustering ou la classification 
non-supervisée.

 Aucun.e expert.e n’est requis.e.

 L’algorithme doit découvrir par lui-même la structure sous-jacente 
plus ou moins cachée des données.

59



Clustering

Clustering : classification non-supervisée

60

Pour l’instant nous savons juste que ces points sont des chiens observés mais nous ne connaissons par leur 
espèce (i.e. pas de supervision sur les catégories, les classes) qui nous permettrait de les discriminer entre eux. 

Ce que l’on peut faire dans ce cas-là, c’est de chercher la “meilleure” partition des données pour former des 
groupes de données similaires (i.e. données corrélées).



Clustering (Partition)

• Basé centroïdes (1957,1967)

• (E.g. K-means, PAM, CLARA)

• Hiérarchique
• Approche Bottom-up

• Approche Top-down
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Clustering (Densité)

• Basé densité

• (E.g. DBSCAN, DENCLUE)

• Basé distribution

• (E.g. EM, extension of K-means)
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Quel algorithme ?
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K-means

Average linkage

Gaussian model

DBSCAN

PAM

DIANA

En fonction du choix de l’algorithme de clustering, les résultats sont différents.



K?

Combien de groupes (clusters) ?
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Pour un algorithme donné, 
quels paramètres ?

o

o

65

Avg. linkage: K=2 Avg. linkage: K=3 Avg. linkage: K=4

Avg. linkage: K=5 Avg. linkage: K=6 Avg. linkage: K=7



Quelle distance, quelle métrique ?

o

o
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Les mesures de validation 
de Clustering

• Validation interne (sans étiquette) : Séparation ? Compacité ?
• E.g. Dunn, DB, et indexes de silhouette.

• Problèmes :
• Performances différentes par rapport à l’existence du bruit, les densités variables, 

et les clusters non séparables.

• Surévalue les algorithmes qui utilisent le même modèle de clustering.

• Validation externe (avec des étiquettes fournies) : étiquettes des classes ?
• E.g. Rand, Jaccard, Purity, MI, VI indexes.

• Problèmes : Il faut avoir des étiquettes de classes, au moins, il faut qu’elles 
existent.
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Ensemble de 3 algorithmes de 
clustering de base

Solution de consensus

Consensus 

Clustering

Consensus clustering
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Cas d’usage
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• Développement de stratégies d'apprentissage automatisées pour 
déterminer les phénogroupes, la progression et les issues cliniques de la 
sténose valvulaire aortique

• Programme Bilatéral de recherche collaborative France-Québec FRQS – HDH



Traitement de la stenose aortique
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Standard de soins 
• Traitement actuel 

• Chirurgie, remplacement de la valve.

• Pharmacothérapie 

• Actuellement, il n'existe aucune pharmacothérapie 
validée capable de stopper ou de retarder la 
progression de la maladie.

• Les nouveaux traitements médicamenteux 
nécessiteront des pharmacothérapies 
individualisées adaptées au phénotype de la 
maladie valvulaire.

• Biomarqueurs 

• Manque de biomarqueurs et de stratégies pour 
identifier le moment optimal pour une intervention 
thérapeutique.



Hypothèse des phénogroupes
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Hypothèse des phénogroupes de la maladie (un ou deux peuvent être présents) :

• Lipidique

• Inflammatoire

• Thrombotique

• Fibrotique

• Calcique



État de la situation sur la maladie
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Besoin urgent de progrès significatifs à différents niveaux

Dépistage Diagnostic
Stratification des 

risques

Nouveaux traitements 
médicamenteux

Moment de 
l'intervention



Objectifs du projet
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• Vision: Développer et appliquer des approches de pointe en intelligence artificielle pour 
permettre et améliorer la médecine personnalisée dans la maladie de la valve aortique.

• Objectifs:
• WP1 : Développer des algorithmes basés sur l'IA pour 

identifier les patients atteints de Sténose aortique qui 
sont à risque de progression rapide de la maladie et de 
résultats cliniques plus défavorables.

• WP2 : Développer des algorithmes basés sur l'IA pour 
identifier les différents clusters de phénogroupes de 
maladies de la valve aortique.



Cohorte PROGRESSA
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• Étude PROGRESSA
• Initiée par Prof. Pibarot

• Commencée en 2005 et toujours en cours.

• Patients recrutés pour suivre l'évolution de la maladie.

• Lors de chaque visite annuelle, ils ont subi une échocardiographie 
Doppler.

• Aucun des patients n'avait d'indication pour une intervention sur la 
valve aortique.

• Parmi les 351 patients recrutés jusqu'en janvier 2020, 303 patients 
ont eu une ou plusieurs visites de suivi avec des données cliniques 
et d'imagerie complètes.

• Aucun patient n'a été perdu pendant le suivi après l'inscription.

Chart

• Contenu des données :
• Données cliniques : âge, sexe, IMC, morbidités cliniques, etc.

• Données de laboratoire : profil hématologique (niveaux plasmatiques, créatinine, etc.)

• Données échocardiographiques.

https://docs.google.com/document/d/112U5u1xdMjqIeKcfCxY3ircntahwepuV5ksXx5H0oAo/edit#D2L_fig_label_Percentage%20of%20patients%20having%20at%20least%20n%20number%20of%20visits


Développement d’une méthode de 
clustering avec selection d’attributs

75

• GEMINI et Sparse-GEMINI

• Observation: Difficile de créer des groupes pertinents et à gérer les 
informations non utiles dans les données complexes, comme c’est le 
cas pour les données PROGRESSA

• Développement de GEMINI, qui propose une nouvelle boîte à outils plus 
efficace qui s’adapte mieux la structure des données

• Développement de Sparse GEMINI, qui utilise GEMINI pour permettre à 
des modèles d’IA d'ignorer automatiquement les détails non pertinents 
tout en formant les groupes (clustering with feature selection)

GEMINI

Sparse GEMINI



Identification de groupes au travers de PROGRESSA
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Processus de clustering complet du jeu de données PROGRESSA avec des 
clusters stables sur différentes visites de patients avec sélection de 
caractéristiques en utilisant GEMINI

Séparation Preprocessing Clustering Postprocessing Consensus

Étapes:

1. Séparation des données: Les données sont 
divisées en deux ensembles : celles de la 
première visite et celles des visites suivantes.

2. Clustering multiple: SparseGEMINI est 
appliqué plusieurs fois pour obtenir des clusters 
et sélectionner les variables clés.

3. Évaluation des variables: Les variables les 
plus fréquentes sont identifiées.

4. Filtrage des modèles: Les clusters des visites 
suivantes sont utilisés pour éliminer les modèles 
incohérents.

5. Clustering de consensus: Un regroupement 
final est obtenu par clustering de consensus.



Avancement du projet

C4: Patients féminins, quelques inflammations

C2:

C5: Cardiométabolisme élevé: diabète sévère, obésité viscérale

C3: Valves bicuspides

C1: Sténose modérée

Clusters obtenus

Résultats



Avancement du projet

C1: Sténose modérée, fort taux de calcium, risque cardiovasculaire élevé

C2: Inclassable

C3: Valves bicuspides, jeunes, forte mortalité

C4: Patientes, quelques inflammations, cholestérol

C5: Cardiométabolisme élevé: diabète sévère, obésité viscérale, hypertension

Résultats



Avancement du projet

Thrombotique?

C1 : Sténose modérée, fort taux de calcium, risque cardiovasculaire élevé

⟹  Calcifique

C2 : Inclassable

⟹  ?

C3 : Valves bicuspides, jeunes, forte mortalité

⟹  ?

C4 : Patientes, quelques inflammations, cholestérol

⟹  Fibrotique/Inflammatoire ?

C5 : Cardiométabolisme élevé: diabète sévère, obésité viscérale, hypertension

⟹  Lipidique ?

Retour sur les hypotheses des phénotypes

Résultats



Groupes obtenus
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Cluster 1
Degré élevé de sévérité hémodynamique de la SA Degré élevé de sévérité anatomique de la SA
Phenotype: Calcifique probable

Cluster 2
Principalement des hommes

Cluster 3
Individus plus jeunes
Principalement des hommes
Valvule aortique bicuspide

Cluster 4
Principalement des femmes
Phenotype: Fibrotique ou inflammatoire

Cluster 5
Surface corporelle plus élevée
Prévalence plus élevée de comorbidités
Profil cardiométabolique moins bon (diabète sévère, obésité viscérale, hypertension)
Phenotype: Lipidique

1
2

3
4

5

Heatmap des groupes
Analyse de survie 

pour chaque groupe

Caractéristiques 

cliniques des groupes

Taux de survie plus faible pour le cluster 1

Regression logistique

Matrice de confusion de 
la régression logistique 
formée à partir des 
variables des clusters sur 
l'ensemble des 
premières visites des 
patients. Précision : 85%



Diffusion des connaissances 
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• Résultats publiés dans NeurIPS et Statistics and computing journal

https://gemini-clustering.github.io/
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•05 Décision supervisée explicite
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L’apprentissage automatique / 
apprentissage machine / Machine Learning

 
x 𝑓(x,𝑾) ?

𝑦

𝑦

 
x
 

Arbres de décision

84



• Un arbre de décision est une représentation graphique d’une 
procédure de classification

• Un arbre de décision peut être traduit sous forme de règles de 
décision

• Exemple :

Les Arbres de Décision

Température < 37,5°

Gorge irritée Malade

Oui Non

Bien portant

Oui Non

Malade

Si T° < 37,5 ET Gorge irritée ALORS Malade
Si T° < 37,5 ET NON(Gorge irritée) ALORS Bien portant
Si NON(T° < 37,5) ALORS Malade
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• Un arbre de décision est un arbre au sens informatique du 
terme.
• Chaque nœud interne test un attribut

• Chaque branche correspond à une valeur d’un attribut

• Chaque nœud feuille est une classe

Les Arbres de Décision

Température < 37,5°

Gorge irritée Malade

Oui Non

Bien portant

Oui Non

Malade

Les nœuds de l’arbre sont repérés par des 
positions qui sont des mots de {1, … , p}*, 
où p est l’arité maximale des nœuds.

On note Є  le mot vide.

Є

1 2

11 12
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• Comment générer automatiquement un arbre à partir de 
données ?

• Exemple :

Les Arbres de Décision

Température < 37,5°

Gorge irritée Malade

Oui Non

Bien portant

Oui Non

Malade

Patients T° Gorge

Dupond 37,2 Normale

Malade

Non

Durand 38,5 Normale Oui

Martin 37,2 Irritée Oui
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Transformations

• Arbre de décision  Règles (Évident)
Les arbres de décision représentent une collection d’implications

• Règles  Arbre de décision (Non évident)

• Optimisations toujours possibles

88



Arbre de décision  Règles

• Attribution d’un prêt suivant la moyenne des soldes de 
comptes courants (MS), l’âge et la possession d’autres 
comptes

Si MS > 5000 alors Pret = Oui

Si MS <= 5000 et age <= 25 alors Pret = Non

Si MS <= 5000 et age > 25 et autres_comptes = Oui alors Pret = Oui

Si MS <= 5000 et age > 25 et autres_comptes = Non alors Pret = Non

Vrai

Vrai

Faux

Faux

Faux

Vrai
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Règles  Arbre de décision
• Exemple :

Si X et Y alors A

Si X et W et V alors B

Si Y et V alors A

Peuvent être représentées par un arbre de décision.

De plus, Les règles peuvent être combinées en:

Si Y et (X ou V) alors A

Si X et W et V alors B

Et on obtient un autre arbre de décision de ces 2 règles.
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Un exemple : Le ou exclusif (XOR)

Si x = 1 et y = 0 alors classe = a

Si x = 0 et y = 1 alors classe = a

Si x = 0 et y = 0 alors classe = b

Si x = 1 et y = 1 alors classe = b
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Un arbre de décision pour deux règles simples

Si a et b alors x

Si c et d alors x

Il y a une duplication d’un 

sous-arbre dans  l’arbre !
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Un autre arbre avec duplication 

Si x = 1 et y = 1 alors classe = a

Si z = 1 et w = 1 alors classe = a

Sinon classe = b
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I.H. Witten and E. Frank, “Data Mining”, Morgan Kaufmann Pub., 2000.

Arbre de décision pour decider 
si on joue au tennis ou pas

94

Objectif

2 classes : oui & non

Prediction : si un match 
aura lieu ou pas

La Température sera 
facilement convertie en 
valeur numérique



Un exemple simple
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Algorithme - explications
• On considère un nœud (on commence par la racine)

• On sélectionne un attribut, une variable, 
pour ce nœud : dans l’exemple c’est Outlook

• On crée une branche pour chaque valeur de cet attribut : 
création de 3 sous-branches, sunny, overcast, rainy

96

 On répartit les exemples dans chaque sous-branche : La première sous-branche 
contient 5 observations, 2 oui et 3 non

 Pour chaque branche, on regarde la pureté de la classe obtenue

 On décide si on termine la branche ou non : Si tous les exemples d’un sous-noeud sont 
homogènes, on assigne leur classe au noeud, 

 Sinon on ne termine pas le processus est répété

Question : Comment mesurer l’homogéniété/la pureté ? 
Entropie, Gini, Gain d’information …



Exemple - explications

• L’arbre peut être traduit en un ensemble de règles de décision sans 
perte d’information
• Echantillon : Si outlook = sunny, et humidity  = high, alors play = oui
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Algorithme de base

• A= MeilleureVariable(Exemple)  // Meilleur attribut signifie  

        // résultats plus homogènes

• Assigner A à la racine de l’arbre

• Pour chaque valeur de A, créer un nouveau sous-noeud de la racine

• Classifier tous les exemples dans les sous-noeuds

• Si tous les exemples d’un sous-noeud sont homogènes, assigner leur classe au 
noeud, 
Sinon répéter ce processus à partir de ce noeud

• Comment mesurer l’homogéniété ? Entropie, Gini, Gain d’information …
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Arbre de décision pour decider 
si on joue au tennis ou pas
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Class: NO

Class:YES



Arbre de decision final
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t1t3

t2

Poids

Tension
Poids > t1

Tension > t2

Poids > t3

Note : les trois frontières sont linéaires

par morceaux et parallèles aux axes

Arbre de decision - exemple
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Avantages

• Règles simples et facilement interprétables 
(pas comme pour les méthodes de décision implicites)

• Pas besoin de ré-encoder les données hétérogènes

• Traitement des valeurs manquantes

• Pas de modèle et pas d’hypothèses présupposées (méthode itérative)

• Temps de traitement rapide
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Désavantages

• Les noeuds de niveau n+1 sont fortement dépendants de ceux du 
niveau n (la modification d’une seule variable proche du top de l’arbre 
peut entièrement changer l’arbre)

• L’algorithme choisit le meilleur attribut local, le meilleur gain 
d’information global n’est pas du tout garanti !

• L’apprentissage de l’arbre requière un nombre suffisant d’exemples

• Cette méthode n’est pas très efficace quand il y a beaucoup de 
classes

• Aucune preuve de convergence !!
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Désavantages
• L’algorithme choisit le meilleur attribut local, le meilleur gain 

d’information global n’est pas du tout garanti !

104

Gain (A2) = 0.25

Gain (A4) = 0.11 Gain (A1) = 0.07

Gain (A5) = 0.18

Gain (A7) = 0.30 Gain (A3) = 0.20

Solution choisie par l’algorithme Solution qui aurait due être choisie



Les arbres de décision ne 
convergent pas ? Faîtes une forêt !
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Random Forests – Forêts aléatoires

106

Bagging

Random 
Feature 
Selection



Erreur de généralisation pour les forêts 
aléatoires
• Erreur de généralisation des RF peut être majorée par :

• où 
•   est la corrélation moyenne entre deux arbres de décision

• s  est la qualité de prédiction de l’ensemble des arbres  de décision

𝑅 𝑅𝐹 ≤
𝜌 1 − 𝑠2

𝑠2
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Coronary artery stenoses detection in 
computed tomography angiography
• Duval, M., Ouzeau, E., Precioso, F., Matuszewski, B.

Coronary artery stenoses detection with random forest
Proceedings of MICCAI Workshop 3D Cardiovascular Imaging: A MICCAI Segmentation Challenge, 
2012.

• H.A. Kirişli, M. Schaap, C.T. Metz, A.S. Dharampal, W.B. Meijboom, S.L. Papadopoulou, A. Dedic, K. 
Nieman, M.A. de Graaf, M.F.L. Meijs, M.J. Cramer, A. Broersen, S. Cetin, A. Eslami, L. Flórez-
Valencia, K.L. Lor, B. Matuszewski, I. Melki, B. Mohr, I. Öksüz, R. Shahzad, C. Wang, P.H. Kitslaar, G. 
Unal, A. Katouzian, M. Orkisz, C.M. Chen, F. Precioso, L. Najman, S. Masood, D. Ünay, L. van Vliet, R. 
Moreno, R. Goldenberg, E. Vuçini, G.P. Krestin, W.J. Niessen, T. van Walsum
Standardized evaluation framework for evaluating coronary artery stenosis detection, 
stenosis quantification and lumen segmentation algorithms in computed tomography 
angiography
Medical Image Analysis, Volume 17, Issue 8, 2013, Pages 859-876, ISSN 1361-8415.
https://doi.org/10.1016/j.media.2013.05.007.

108



Sommaire

109

01. De l’IA à l’apprentissage profond 
(Deep Learning)

03. Les différences entre Machine 
Learning et Statistique

02. L ’apprentissage automatique 
(Machine Learning)

04.
05.

Décision non-supervisée

06.

Décision supervisée explicite

Sommaire

109

07.

Décision supervisée implicite

08.

Du neurone artificiel au réseau de 
neurones

09.

Du réseau de neurones artificiels au 
réseau PROFOND de neurones artificiels

10.

Impressionnants mais pas toujours 
maîtrisés…

Pour aller plus loin



•06 Décision supervisée implicite

110



L’apprentissage automatique / 
apprentissage machine / Machine Learning

 
x 𝑓(x, 𝑾) ?

𝑦

𝑦

 
x
 

Les réseaux de neurones
111



« Bases » biologiques
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Tout d’abord les neurones biologiques

Video : Eric Gaspar, https://www.youtube.com/watch?v=yY_v7e4xnf8 113



Tout d’abord les neurones biologiques

• Avant d’étudier les neurones artificiels, commençons avec les 
neurones biologiques:
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Tout d’abord les neurones biologiques

Fonction du potentiel postsynaptique avec dépendance du poids, en fonction du 
temps (ms) et de la valeur du poids, le cas des lignes rouges et bleues correspond 
à un neurone excité, et dans le cas d'une ligne verte à un neurone inhibé.
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Puis les neurones formels 
(ou neurones artificiels)

(Schéma : Isaac Changhau)

Pitts & McCulloch (1943), entrées binaires et fonction d’activation f est un seuillage

Rosenblatt (1956), entrées réelles et fonction d’activation f est un seuillage
116



s

y = s( Σ wi xi )

Description basée impulsions électriques

Description basée taux de décharge
arrivée à un régime stationnaire

t
dVm
dt

= -Vm +RI inj

෍

𝑖=0

𝑛

𝑤𝑖𝑥𝑖

𝑦

𝑥𝑛

𝑤0 𝑤1
𝑤2 𝑤3

𝑤𝑛

𝑥1 𝑥2 𝑥3𝒙𝟎 = 𝟏

𝐱

𝐰

Du neurone biologique
au neurone artificiel…

Crédit : HDR Thimothée  Masquelier
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Le neurone artificial (perceptron)
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Le neurone artificiel = un séparateur linéaire
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Lors de l’entraînement, vous voulez définir les poids, 
pour que vos échantillons d'entraînement soient 
correctement classés : 
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Le neurone artificiel = un séparateur linéaire
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Lors de l’entraînement, vous voulez définir les poids, 
pour que vos échantillons d'entraînement soient 
correctement classés : 
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Le neurone artificiel = un séparateur linéaire
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Lors de l’entraînement, vous voulez définir les poids, 
pour que vos échantillons d'entraînement soient 
correctement classés : 
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Le neurone artificiel = un séparateur linéaire
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Lors de l’entraînement, vous voulez définir les poids, 
pour que vos échantillons d'entraînement soient 
correctement classés : 
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Le neurone artificiel = un séparateur linéaire
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Lors de l’entraînement, vous voulez définir les poids, 
pour que vos échantillons d'entraînement soient 
correctement classés : 
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Le neurone artificiel = un séparateur linéaire
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Lors de l’entraînement, vous voulez définir les poids, 
pour que vos échantillons d'entraînement soient 
correctement classés : 
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Le neurone artificiel = un séparateur linéaire
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Lors de l’entraînement, vous voulez définir les poids, 
pour que vos échantillons d'entraînement soient 
correctement classés : 
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Le neurone artificiel = un séparateur linéaire
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Lors de l’entraînement, vous voulez définir les poids, 
pour que vos échantillons d'entraînement soient 
correctement classés : 
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Le neurone artificiel = un séparateur linéaire
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Lors de l’entraînement, vous voulez définir les poids, 
pour que vos échantillons d'entraînement soient 
correctement classés : 
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Le neurone artificiel = un séparateur linéaire
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Lors de l’entraînement, vous voulez définir les poids, 
pour que vos échantillons d'entraînement soient 
correctement classés : 
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Le neurone artificiel = un séparateur linéaire
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Lors de l’entraînement, vous voulez définir les poids, 
pour que vos échantillons d'entraînement soient 
correctement classés : 
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Du neurone au réseau

132

@tachyeonz: A friendly introduction to neural networks and deep learning.



Du neurone au réseau

x x0 xopt

f ’(x) - 0 +

f(x) min

Comment on entraine un réseau ?

Rappelez-vous des tableaux de variations…



Training
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Source : https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi 

Lors de l’apprentissage on cherche les poids du réseau (W), c’est-à-dire les connexions :

https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi
https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi
https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi


Prédiction
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Source : https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi 

Lors de la prédiction les poids n’évoluent plus : 

https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi
https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi
https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi


Conclusions partielles
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▪ Les réseaux de neurones artificiels sont des modèles mathématiques qui combinent des modèles de neurones 

très simples, à la façon de Lego.

▪ On ne modélise pas le cerveau quand on fait des réseaux de neurones artificiels. On simplifie à l’extrême des 

mécanismes neurobiologiques qui sont d’ailleurs encore mal connus et mal compris.

▪ Pour trouver les valeurs optimales des poids, on a besoin de beaucoup d’exemples d’apprentissage (données 

d’entrée pour lesquelles on fournit aussi la sortie attendue). Plus le réseau est grand, plus le besoin en 

exemples d’apprentissage est important.



Et pour vous ?
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▪ Ne pas se laisser influencer par les messages marketing autour de l’IA dans vos attentes des modèles d’IA.

▪ Chaque modèle d’IA a ses avantages et ses inconvénients quant à la quantité de données annotées requise, à sa 

capacité à fournir une explication intelligible par un humain sur sa décision, aux ressources (de calcul, d’énergie, de 

mémoire) requises pour le construire. Vous devrez faire des compromis en fonction de vos objectifs.

Modèle entraîné

Modèle idéal
Modèle idéal à partir des 

données d’entrainement

Solution 

idéale

Espace des solutions

Espace des modèles
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Les origines du Deep Learning
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Theorem (Cybenko (1989), Hornik & Stinchcombe & White (1989), Allan Pinkus (1999))
Un réseau de neurones avec une seule couche intermédiaire/cachée est un approximateur universel : il prédit n’importe 
quel phénomène avec une erreur nulle !!

………..……..……
infinie

Cybenko, G. (1989). Approximation by superpositions of a sigmoidal function. Mathematics of control, signals and systems, 2(4), 303-314.
Hornik, K., Stinchcombe, M., & White, H. (1989). Multilayer feedforward networks are universal approximators. Neural networks, 2(5), 359-366.
Pinkus, Allan (1999). "Approximation theory of the MLP model in neural networks". Acta Numerica. 8: 143–195. 

Données d’Entrée

Résultats (attendus)



Les origines du Deep Learning

141

Hastad, J. (1986). Almost optimal lower bounds for small depth circuits. In Proceedings of the 18th annual ACM Symposium on Theory of Computing, pp. 6–20 Berkeley, California. ACM Press.
Johan T. Hastad. Computational Limitations for Small Depth Circuits. MIT Press,Cambridge, MA, 1987.
Yoshua Bengio and Yann LeCun.  Scaling learning algorithms towards AI.  In L. Bottou,O.  Chapelle,  D.  DeCoste,  and  J.  Weston,  editors, Large  Scale  Kernel  Machines.  MIT Press, 2007.

«
Q

u
a

si
-i

n
fi

n
i»

Theorem Hastad (1986), Bengio et al. (2007)


Go Deep!



Introduire de la structure
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Est-ce que tous les neurones doivent être connectés entre eux ? 

Est-ce qu’on peut intégrer de la structure dans les connexions pour réduire le nombre de réseaux de neurones à 
explorer ?

Est-ce qu’on peut intégrer de la structure pour intégrer des propriétés intéressantes (invariance, robustesse…) ?



Structures de réseaux
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Corrélation Spatiale
(images, sons…)

2 réseaux antagonistes
DeepFake

Corrélation Séquentielle 
(traduction automatique, speech 2 text, séries 

temporelles…)

Réduction dimension, compression, 
débruitage/nettoyage des données, 

Dalle-2/Sona/Sora



Détection corrélations spatiales : 
Déconstruire le modèle sur les ECGs

Li, Y., Precioso, F., & Liu, C. (2020). Visualizing ecg contribution into convolutional neural network classification. In Feature 

Engineering and Computational Intelligence in ECG Monitoring (pp. 157-174). Singapore: Springer Singapore.



Détection corrélations spatiales : 
Déconstruire le modèle sur les ECGs

Li, Y., Precioso, F., & Liu, C. (2020). Visualizing ecg contribution into convolutional neural network classification. In Feature 

Engineering and Computational Intelligence in ECG Monitoring (pp. 157-174). Singapore: Springer Singapore.



Détection de corrélations séquentielles

• Pour l'entraînement : 8528 enregistrements ECG avec une durée 
comprise entre 9 s et un peu plus de 60 s.

• Pour les tests : 3658 enregistrements ECG de longueurs similaires 
(non-connues).

• Les enregistrements ECG ont été échantillonnés à 300 Hz et filtrés 
par le périphérique AliveCor.

• Chaque ECG est composé d'un fichier contenant l'ECG et un fichier 
contenant les informations du signal.



Détection de corrélations séquentielles

Extracteurs de motifs séquentiels :

• Détecteur de l'onde R

• Detector de l'onde Q

• Detector de l'onde S

• Pmax : Amplitude maximale dans une fen^etre de 0,2 seconde avant l'onde Q

• Tmax : Amplitude maximale dans une fen^etre de 0,47 seconde apres l'onde Q

• Rythme cardiaque

• RR intervalle



Détection de corrélations séquentielles

Motifs extraits

• Le pic Pmax

• Le pic Tmax

• Complexe QRS

• Rythme cardiaque

• RR : Représente la différence entre les différents intervalles RR du même 
signal, RR = RRi+1 - RRi , nous permet de mesurer l'irrégularité du signal.



Détection de corrélations séquentielles

Figure 1. Exemple de motifs extraits.  
Détection de P, Q, R, S, T

 sur des signaux normaux.

𝑃𝑛
𝑄𝑛

𝑅𝑛

𝑆𝑛

𝑇𝑛

𝐻𝑅𝑛

𝑑𝑅𝑅𝑛

Figure 2. Exemple du rythme 
cardiaque pour un signal normal.



Combinaison de réseaux de neurones

Limam, M., & Precioso, F. (2017, September). Atrial fibrillation detection and ECG classification based on 
convolutional recurrent neural network. In 2017 computing in cardiology (CinC) (pp. 1-4). IEEE.



Comparaison de modèles de ML (PROGRESSA)

Sanabria, M, Tastet, L, Pelletier, S, Leclercq, M, Ohl, L, Hermann, L, Mattei, P-A, Precioso, F, Coté, N, Pibarot, P, Droit, A. 
AI-Enhanced Prediction of Aortic Stenosis Progression: Insights From the PROGRESSA Study. JACC Adv. 2024 Oct, 3 (10) .



La suite?

152



• Intégration de la radiomique
• Pour prédire directement la progression dans l’étude du WP1

• Pour détecter de nouveaux clusters de phenotygroupes du WP2

• Pour adapter la prediction de la progression par cluster

Prochaines étapes



• Intégration de la radiomique. Plusieurs défis à surmonter
• Données disponibles par patient disparates et multimodales

• Premières clusterisations infructueuses sur les images, du pré-processing est 
nécessaire

Prochaines étapes



Comment ? 

Les modèles fondation 
(généralisation des LLMs aux 
données multimodales)

155



Modèles fondation en santé

156

Liu T, Li K, Wang Y, Li H, Zhao H. Evaluating the Utilities of Foundation Models in Single-cell Data Analysis. 
bioRxiv [Preprint]. 2024 Dec 10:2023.09.08.555192. doi: 10.1101/2023.09.08.555192. PMID: 38464157; 
PMCID: PMC10925156.



Modèles fondation en santé
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Liu T, Li K, Wang Y, Li H, Zhao H. Evaluating the Utilities of Foundation Models in Single-cell Data Analysis. 
bioRxiv [Preprint]. 2024 Dec 10:2023.09.08.555192. doi: 10.1101/2023.09.08.555192. PMID: 38464157; 
PMCID: PMC10925156.



Modèles fondation en santé
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Bunne C, Roohani Y, Rosen Y, Gupta A, Zhang X, Roed M, Alexandrov T, AlQuraishi M, Brennan P, Burkhardt DB, Califano A, Cool J, Dernburg AF, Ewing K, Fox EB, 
Haury M, Herr AE, Horvitz E, Hsu PD, Jain V, Johnson GR, Kalil T, Kelley DR, Kelley SO, Kreshuk A, Mitchison T, Otte S, Shendure J, Sofroniew NJ, Theis F, 
Theodoris CV, Upadhyayula S, Valer M, Wang B, Xing E, Yeung-Levy S, Zitnik M, Karaletsos T, Regev A, Lundberg E, Leskovec J, Quake SR. How to build the 
virtual cell with artificial intelligence: Priorities and opportunities. Cell. 2024 Dec 12;187(25):7045-7063. doi: 10.1016/j.cell.2024.11.015. PMID: 39672099.

Deux révolutions passionnantes de la science et de la 
technologie - l'IA et l’omic - permettent maintenant la 
construction de modèles cellulaires appris directement à 
partir de données.

Ces révolutions parallèles offrent une opportunité sans 
précédent pour une vision ambitieuse d'une cellule virtuelle 
par l’IA (AIVC), un modèle multi-échelle, multi-modal, basé 
sur un grand réseau neuronal qui peut représenter et 
simuler le comportement des molécules, des cellules et 
des tissus dans divers états.



Modèles fondation en santé
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Medical Hallucination in Foundation Models and Their Impact on Healthcare. Kim, Y., Jeong, H., Chen, S., Li, S.S., Lu, M., Alhamoud, K., Mun, J., Grau, C., Jung, 
M., Gameiro, R., Fan, L., Park, E., Lin, T., Yoon, J., Yoon, W., Sap, M., Tsvetkov, Y., Liang, P., Xu, X., Liu, X., McDuff, D., Lee, H., Park, H.W., Tulebaev, S., Breazeal, C. 
medRxiv 2025.02.28.25323115; doi: https://doi.org/10.1101/2025.02.28.25323115

Il reste cependant du travail…

Cet article très récent présente (1) une taxonomie pour 
comprendre et traiter les hallucinations médicales, (2) des 
modèles d'étalonnage utilisant un ensemble de données sur 
les hallucinations médicales et des réponses LLM annotées 
par des médecins sur des cas médicaux réels, fournissant un 
aperçu direct de l'impact clinique des hallucinations, et (3) 
une enquête dans plusieurs pays auprès des cliniciens sur 
leurs expériences avec les hallucinations médicales. 
Leurs résultats révèlent que les techniques d'inférence telles 
que la chaîne de pensée (Chain-of-Thoughts) et la génération 
augmentée de recherche peuvent réduire efficacement les 
taux d'hallucinations.



Et pour vous ?
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▪ Si vous avez assez de données (annotées ou non), les réseaux de neurones ont récemment montré des 
capacités souvent étonnamment puissantes pour traiter tout type de données (images, sons, textes, 
vidéos, graphes, données complexes…).

▪ Si vous avez peu de données annotées mais beaucoup de données non-annotées, certaines solutions 
peuvent exister il faudra certainement discuter avec des chercheuses et des chercheurs du domaine.

▪ Si vous avez très peu de données, d’autres modèles de Machine Learning peuvent être plus pertinents 
pour vous.
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•09 Impressionnants mais pas toujours 
maîtrisés…

162« Comprendre la révolution de l'intelligence artificielle », Stéphane d' Ascoli, 11/06/2020, Editeur First



Attention, aux exemples adversaires
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From Thomas Tanay

« bruit » dirigé



Attention, aux exemples adversaires

164Yisroel Mirsky, Tom Mahler, Ilan Shelef, and Yuval Elovici. 2019. CT-GAN: malicious tampering of 3D medical imagery using deep learning.
In Proceedings of the 28th USENIX Conference on Security Symposium (SEC'19). USENIX Association, USA, 461–478.

https://www.radiologytoday.net/news/041219_news.shtml

https://www.youtube.com/watch?v=_mkRAArj-x0



Attention, aux exemples adversaires

165Yisroel Mirsky, Tom Mahler, Ilan Shelef, and Yuval Elovici. 2019. CT-GAN: malicious tampering of 3D medical imagery using deep learning.
In Proceedings of the 28th USENIX Conference on Security Symposium (SEC'19). USENIX Association, USA, 461–478.



Attention aux biais !
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http://gendershades.org/http://gendershades.org/

https://www.youtube.com/watch?v=T2oZvzgriII Timnit Gebru

Joy Buolamwini

http://gendershades.org/
http://gendershades.org/
https://www.youtube.com/watch?v=T2oZvzgriII


Attention aux biais !
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Google Translate

Deepl

Puis cliquez sur :

→



Observez le 
changement de genre 
du sujet de chaque 
phrase !

Français   Estonien

https://translate.google.fr/?hl=fr&sl=fr&tl=et&text=Elle%20est%20m%C3%A9decin%0AIl%20est%20infirmier&op=translate
https://translate.google.fr/?hl=fr&sl=fr&tl=et&text=Elle%20est%20m%C3%A9decin%0AIl%20est%20infirmier&op=translate
https://www.deepl.com/fr/translator#fr/et/Elle%20est%20m%C3%A9decin%0AIl%20est%20infirmier


Attention aux biais !
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Attention à utiliser ces modèles dans le contexte 
pour lequel ils ont été conçus
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Attention à utiliser ces modèles dans le contexte 
pour lequel ils ont été conçus

170
https://github.com/giuven95/chatgpt-failures

https://github.com/giuven95/chatgpt-failures
https://github.com/giuven95/chatgpt-failures
https://github.com/giuven95/chatgpt-failures


Attention au coût énergétique…« Winter is coming! »
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• Pour optimiser le nombre croissant de paramètres

(e.g. le dernier réseau pour l’analyse du langage naturel GPT-3 

présenté il y a quelques mois fait 176 milliards de paramètres), il faut 

énormément de données

 problème sur l’anonymisation des données et le respect des 

données personnelles…

▪ Pour optimiser ces modèles il faut des ressources de calculs pas 

communes et une consommation d’énergie qui semble déraisonnable.

Strubell, E., Ganesh, A., & McCallum, A. (2019, July). Energy and Policy Considerations for Deep 
Learning in NLP. In Proceedings of the 57th Annual Meeting of the Association for Computational 

Linguistics (pp. 3645-3650).



Attention au coût calcul et mémoire…
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• Suivant les choix de modèles, tout le monde ne joue pas à armes égales avec les GAFAM-BATX…

(Source : https://openai.com/blog/ai-and-compute/ )
(Source: https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-
megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/ )

https://openai.com/blog/ai-and-compute/
https://openai.com/blog/ai-and-compute/
https://openai.com/blog/ai-and-compute/
https://openai.com/blog/ai-and-compute/
https://openai.com/blog/ai-and-compute/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
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https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/


…et donc à la souveraineté des IA construites avec 
ces modèles !
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• Suivant les choix de modèles, tout le monde ne joue pas à armes égales avec les GAFAM-BATX…

Brown, T., Mann, B., Ryder, N., Subbiah, M., Kaplan, J. D., Dhariwal, P., ... & Amodei, D. (2020). Language models are few-shot learners. NeurIPS 2020, 33, 1877-1901.



Et pour vous ?
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▪ Les modèles d’IA ne doivent pas :

▪ être utilisés pour des applications critiques.

▪ se substituer à des décisions humaines mais peuvent aider à prendre ces décisions.

▪ Les modèles d’IA doivent n’être considérés que comme des outils :

▪ pour automatiser, faciliter, une tâche de décision simple répétitive réalisée fréquemment,

▪ pour extraire des données, des corrélations fines (souvent inaccessibles à l’humain) conduisant à une 

décision plus précise. 

▪ Le coût de conception, construction, et utilisation d’un modèle d’IA n’est pas neutre. Il faut penser 

au coût / bénéfice.

Dans le cas où le bénéfice l’emporte, le gain peut être considérable !

▪ Les équipes en contact avec des modèles d’IA devraient avoir une formation minimale. Avec une 

formation plus approfondie, elles pourraient participer à la conception des modèles, voire les 

réaliser par elles-mêmes.
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•10 Pour aller plus loin

176« Comprendre la révolution de l'intelligence artificielle », Stéphane d' Ascoli, 11/06/2020, Editeur First



Pour aller plus loin…

177
https://shs.cairn.info/revue-reseaux-2024-6?lang=fr

Numéro 248 (2024/6) de la revue Réseaux " Intelligences artificielles 
et médecine ", coordonné par Gérald Gaglio et Alexandre Mathieu-
Fritz

En particulier :
• Imbrication et « professionnalisation » des promesses 

sociotechniques - Le cas de l’IA en radiologie
Par Lise Arena, Gérald Gaglio et Jean-Sébastien Vayre

• Au-delà de l’explicabilité - Étude de la conception d’une 
intelligence artificielle intelligible en anatomie et cytologie 
pathologiques
Par Océane Fiant, Camille Franchet et Robin Schwob

• Le dermatologue, le mélanome et l’intelligence artificielle - Le 
(lent) développement des usages et les transformations de la 
réflexivité clinique
Par Alexandre Mathieu-Fritz et Dilara Vanessa Trupia

• …



Avez-vous des questions ?
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